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Abstract—The promise of benefit from instrumentation on the farm is substantial. However, simply connecting existing equipment to the network is not sufficient to achieve these benefits, as the resulting system is vulnerable to a multitude of reliability and security issues. We describe an approach to instrumenting livestock barns, describing some of the innovations that enable cost-efficiency, which explicitly requires paying attention to the integration of new instrumentation with existing equipment. We then articulate a range of benefits that accrue, both to the livestock and to the farmer. The result is a comprehensive understanding of barn operations, yielding many of the benefits one aspires to with IoT on the farm.

Index Terms—Internet of Things (IoT), agriculture data, security, remote communications, legacy equipment

I. INTRODUCTION

The Internet of Things (IoT) is ushering in an era where significant numbers of devices that perform monitoring and control functions (e.g., process control, manufacturing, etc.) are connected via wired or wireless networks. Modern agriculture is a leader in experiencing this transformation, with ubiquitous data collection associated with planting, fertilizing, and harvesting of crops as well as with feeding, environmental control, and monitoring of livestock [1]–[5].

Not all equipment, however, was designed with the IoT in mind. Many legacy monitoring and control systems were installed well before universal connectivity was common, and while that equipment often includes mechanisms for remote access, these mechanisms are woefully inadequate to the modern need for robust secure communication. Further, these legacy systems are predominately point solutions to individual monitoring and control applications (e.g., monitoring feed levels for inventory control). They do not make any attempt to provide an integrated, holistic view of the farm.

The benefits that can accrue from remote connectivity and access to these data are substantial. For instance, it can lead to better feed conversion and diminished usage of feed, water, and electricity. We can use machine learning techniques to improve yields as well as catch health-related issues earlier. Maintenance costs can also be reduced, by effectively predicting maintenance needs rather than simply reacting to emergent systems failures. While these opportunities can and do provide real benefit to farmers, there are challenges related to security, privacy, and data communication that must be overcome. Both Kumar and Patel [6] and Vasilomanolakis et al. [7] describe these challenges as being pervasive across all the IoT.

Here, we describe the Feed-Link™ system, which enables legacy agricultural monitoring and control systems to effectively and securely join the Internet of Things. We will describe how it works, a number of innovative elements aimed at cost efficiency, and what benefits it provides to farmers. We will also articulate the specific security mechanisms put in place, and how these mechanisms (developed previously [8]) simultaneously enable security and ease-of-use. Essentially, what lessons have been learned about how to effectively utilize IoT on the farm.

II. AGRICULTURAL IOT EQUIPMENT AND DATA

The equipment of interest are fairly typical devices in the Internet of Things (IoT). The devices monitor various aspects of animal husbandry: barn temperature, feed stocks, feed consumption, water consumption, ventilation control, etc., manufactured by a variety of firms. Based on this information, the various controllers take actions (starting/stopping feed delivery augers, starting/stopping ventilation fans, etc.) to maintain the barn environment at the proper levels and ensure the animals are properly fed. Alarm conditions trigger notifications to service personnel. Sensor values and actions are logged, and these logs are frequently used when diagnosing the causes of alarms or other anomalous events. Remote access to all of the above information is clearly to the benefit of the animal owners/farmers.

Several examples are illustrated in Figures 1 and 2. Figure 1(a) shows a hog barn that is being environmentally controlled using a VariFlame® heater, and the temperature in the barn is being monitored, while Figure 1(b) shows a poultry barn in which the feed is being delivered using the Flex-Flo™ feed distribution system [9]–[12]. In this case, both the quantity of feed and water consumed are instrumented. Figure 2 shows a pair of hopper tanks that have been instrumented to record the weight of the stored grain with load cells under each support leg [13].

A. Innovative Equipment

There is significant innovation represented in the examples above, and in many cases this reduces the costs to the farmer. In the hog barn, the heater will not source fuel to the burner unless it has a positive indication of flame (an important safety feature). Under the relevant safety regulations1, a doubly

redundant control is required. The typical approach to provide this redundancy is to replicate the control in a second microprocessor and only allow the burner to operate if both control subsystems agree that it is safe. Our system improves safety and decreases costs by eliminating the second microprocessor, replacing it with custom logic that is solely dedicated to safety monitoring (not heater control). In this way, the costs associated with the second microprocessor are eliminated and the safety is improved because the redundant safety checks now benefit from divergence in design and implementation as well as simple redundancy [14].

In the poultry feeder, the feed is automatically delivered, via augers, from the on-site storage, with both hysteresis built-in to the empty/full decision at both junctions [9] and at the endpoints [11] as well as active circuitry [10] and signal processing [12] to adapt to variations across sensors and in the environment.

As an illustration of the above, Figure 3 shows the raw signal from an optical sensor. The feed detector has two light sources and two photodetectors, so we are seeing transmitted light intensity across two paths crossing a feed tube. Without feed, at the beginning of the trace, the signal is high on both sensors, indicating no feed is present. As feed is delivered and is falling through the tube, the transmitted light varies over a period of time. Once the feed fills the tube, the signal level stabilizes at a low level.

Between the initial condition of “no feed” and the final condition of “feed present” there is a transition region during which the signal(s) might be highly varying (as indicated in the figure). Conventional detectors establish a threshold signal level, and when the raw sensor reading passes this threshold, the sensor indicates “feed present”. Consider the operation, however, if a threshold of 150 were used with the above raw signals. Sensor 2 would operate just fine. However, sensor 1 would indicate “feed present” at time 22, return to “no feed” at time 25, again briefly indicate “feed present” at time 28, and toggle between “no feed” and “feed present” some more before finally stabilizing at “feed present” at time 37. One might consider simply lowering the detection threshold to 100, however, a different installation might exhibit the same behavior at this new threshold.

In our systems, the sensors used to detect the presence of feed explicitly consider this transition region, and compensate for its existence. In some cases, a pair of thresholds and hysteresis in the detection algorithm is sufficient (e.g., if the signal values in the transition are in the middle of the signal range). In other cases, knowledge of the timing of the feed system can be used to ensure that the reading has stabilized before the “feed present” signal is activated [12].

Another technique commonly used to measure the presence or absence of feed is a capacitive sensor, which responds to the
dielectric constant of the material that is being detected. While this works very well for feed with a high moisture content (since water has a very high dielectric constant), it can be problematic for feed with a low moisture content, and hence a low dielectric constant. Such low dielectric constant feeds can be difficult to sense using capacitive sensors because the relatively small changes in capacitance due to the presence or absence of the feed can become hidden by drift of the sensor electronics due to, for example, variations in power supply voltage. Our feed proximity detectors address this issue with innovative electronics that automatically compensate for expected variations in the reference voltage used in switched capacitor or charge pump capacitive sensors [10].

Knowledge of the quantity of grain in a feed bin is crucial inventory information, and the instrumentation of the hoppers of Figure 2 (adding a load cell to each support leg) is made more economical by the use of uncalibrated load cells, which are actively calibrated in the field under normal operation [13]. This substantially decreases the cost associated with instrumentation, as calibrated load cells are noticeably more expensive than uncalibrated ones.

In addition, there is sufficient redundancy in the raw data that it is possible to detect when a load cell has malfunctioned. Figure 4 shows both the raw data from several load cells (top graph) and the calibrated weight of feed in the bin (bottom graph). While the signal from each load cell is distinct, there are obvious similarities that can be observed.

Contrast this with the information in Figure 5, in which load cell 4 is not acting in concert with the remaining load cells. This is a clear indication of malfunctioning equipment.

B. Remote Communications

While the notion of IoT might be new, the fundamental capability to access controller information remotely is not. There are controllers that have supported remote communications for more than 2 decades. In the early years, controllers used modems attached to the telephone network (an option still available for those that need it). Today, controllers support TCP/IP connectivity via the Internet.

Remote capabilities include viewing of current status, downloading of data logs, and configuration of the equipment. Figure 6 shows a screenshot of the Feed-Link dashboard for a specific farm (called Hilltop Farms) with 3 barns (called the North Barn, the East Barn, and the West Barn). We are viewing the dashboard for the North Barn. All farm and barn names have been anonymized for privacy reasons.

The navigation panel on the left allows the user to query different barns within the same farm, or barns across different farms. Data shown in the main panel indicate bin weights, daily feed consumption, average feed consumption for the past week, auger run times, and water consumption (both daily and average over the past week). It is also possible for the user to retrieve detailed status reports, notification of anomalies, and customize his/her preferred data to view.

While the figure shows images from a desktop PC, modern remote communications capability is also supported via apps that run on smartphones and tablets.

In addition to diagnosing the root causes of issues in the barn, the historical logs also enable the tracking of various notifications (e.g., feed added, bin empty, etc.) as well as support the demonstration and documentation of regulatory compliance. Using Feed-Link, these data logs are collected automatically and the information is retained in the cloud for easy access by the owners/operators of the equipment (the farmer, in most instances).

While it should be clear that the distributed data collection and control represented by these systems is of significant value (this is elaborated upon next), doing so without concurrently ensuring security would be a completely unacceptable state of affairs. This is a challenge when some fraction of the equipment was not designed with secure communications in mind. Below, we describe our approach to securing these systems, with special attention given to ease-of-use considerations, as there is ample evidence that security measures that are difficult to implement are frequently circumvented by users [15]–[17].

2Feed-Link is marketed under the AP® and Cumberland® brands of AGCO, as indicated by the banner across the top.
III. Benefits to Farmers

There are numerous benefits that accrue with IoT-derived data made available to those who can take advantage of it. We articulate several of these benefits, roughly grouped into the categories of: (1) improving resource efficiency, (2) monitoring health of livestock, (3) monitoring health of equipment, (4) monitoring action of employees, and (5) managing logistics.

A common measure of the efficiency of a farm is the feed conversion ratio, or relationship between animal weight gain and feed consumed. While the obvious resource expenditure here is feed, it is also important to consider other resources, such as water, electricity, etc. If the environmental temperature is maintained effectively, this has a significant impact on feed conversion [18]–[20].

Resource efficiency can also be considered in terms of human effort as well. A significant number of farms are physically distributed in location, often with several miles of distance between individual barns (or separate farms). With more comprehensive up-to-date knowledge of the relevant circumstances at each location, the number of physical visits that are needed can be diminished. Also, limiting the number of times that a farmer needs to physically enter a barn reduces the opportunity for contamination of the barn environment.

The second category of benefit we consider is livestock health. While good environmental conditions are clearly to the benefit of livestock health [21], IoT-derived data can be an early indicator of health issues. Sudden changes in either feed or water consumption warrant the signalling of an alert, which enables fast response when health issues are present. Schillings et al. [22] recently published a comprehensive review of the various ways that electronic monitoring can impact animal health.

The third benefit category is monitoring the health of the equipment (recall the illustration shown in Figures 4 and 5). This is demonstrably one of those areas where a comprehensive view of the data is an advantage, because there are many instances in which an equipment failure is detected not so much from a sensor on the failed system, but rather by observing the impact of the failed system on other aspects of the barn. For example, when the feed control system engages an auger to pull feed from a hopper and feed the animals, the impact of the auger running is observable at both ends. First, the weight of the feed in the hopper should decrease (by a consistent amount). Second, feed should be detected at the feeders (the endpoints of the feed delivery system) within a predictable amount of time. Inconsistencies between any of these collected data are an indication of an equipment issue that needs to be addressed, since the animals are clearly not...
being fed.

A second example is the environmental control equipment. Monitoring of the temperature and humidity in the barn supports the early warning of equipment issues on the part of heaters, curtain controls, fans, etc. A third example is the exploitation of redundant information in separate load cells that measure the weight of grain (this is the example from Figures 4 and 5). While it is typical to instrument each of the legs of a feed bin (e.g., illustrated in Figure 2) to ensure maximum accuracy of the grain weight data, under normal operation the load is roughly distributed evenly across the individual load cells. If one load cell is reporting data that is considerably out of line with the remaining load cells, that is a strong indication of load cell failure.

Figure 7 shows the bin weight for two bins (labeled bin 11 and 12) that are paired to provide feed for a single barn (labeled group 1) over a one month time frame. Vertical jumps in the graphs represent feed deliveries, and the linear downward slope shows feed consumption (shown in Figure 8 as well). Often, bins are paired for each side of the barn, with one bin operational at a time, so there should also be portions of the plots that are horizontal, indicating that bin is not providing feed (an artifact that is readily visible in these figures). These data are straightforward to mine when looking for anomalies (that could indicate either livestock health issues or equipment failure issues).

IV. SECURE OPERATIONS

A substantial issue that the Feed-Link system addresses is the fact that there are large quantities of equipment that, while they provide the basic capability to communicate, their communications infrastructure is not sufficiently secure. Figure 10 shows an example Feed-Link installation [23]. The Network Master™ at the center of the figure is connected to a number of instruments on the farm. These instruments might be manufactured by a wide variety of suppliers, and in many cases were not designed with sufficient security mechanisms in place (e.g., their design often pre-dates the Internet). The figure includes a SmartIR II feed proximity sensor, an Airstream ventilation controller, and an Integra temperature and water consumption monitor. Communications with the instruments are typically via hardwired connections with proprietary protocols. As long as the connections are dedicated links, they are not susceptible to eavesdropping or other network-based security vulnerabilities.

The difficulty arises when one wishes to use a public network to access these legacy instruments. While security is not a substantial concern on a dedicated link, it is crucial to get it right when the data are being communicated across the large) collection of farms. The logistics benefits for an individual farm include scheduling of external services of any kind, the most obvious being delivery of feed. The instrumentation of feed bins enables the projection of when each bin will be empty (see the site dashboard of Figure 6). For collections of farms, the system allows the aggregation of data across the entire set. Figure 9 shows the group dashboard associated with a collection of barns. Note the similarities between it and Figure 6, e.g., navigation on the left. Here, however, the view represents all of the barns operated by Hilltop Farms, not just a single barn. Feed-Link supports reporting of data aggregated across farms (including all the barns on each farm) for larger operators (e.g., for whom sifting through 10s of reports is much less efficient than a single, comprehensive report).
internet. In a number of cases, the equipment design actually predates the internet, so expecting the individual equipment designs to be effectively secure in the current landscape is completely unreasonable.

The initial line of defense for IoT equipment is the firewall; however, making a connection to the desired equipment through a firewall can be problematic. Two approaches that are commonly used to address this issue are the use of a VPN, or virtual private network, and the use of port forwarding [24]. We avoid both of these and implement a better approach.

The Network Master is responsible for communicating information that it collects from the local equipment to the Feed-Link server in the cloud, through a firewall, which it does using techniques described by Chamberlain et al. [8]. It also maintains the data in a persistent database. When applications wish to access the data, they connect to the Feed-Link server, which checks the provided authentication credentials and then provides the requested data to the application.

There are several salient properties of this security infrastructure.

1) No connections are allowed from remote applications directly to the Network Master. In this way, a strong firewall can be installed between the Network Master and the public network and there is no need for port forwarding or VPN access to be configured or even allowed.

2) Communications between the Feed-Link server, applications, and Network Master are encrypted with the industry standard TLS (Transport Layer Security) cryptographic protocol [25].

3) Any proprietary communications mechanisms needed by specific equipment on the farm are not exposed to the public network.

What results is an infrastructure that allows secure communication to legacy equipment that was not designed for the threats that are commonplace in the modern world. The ability to continue to utilize legacy equipment securely, rather than require its replacement, is an obvious economic benefit for the farmer.

In addition, the system balances the need for secure communications with the benefit of ease of installation. There is no need to configure firewalls, etc., for the system to be operational. Traditionally, a secure local-area network requires a firewall between it and the public Internet. The most common approach to enabling remote communication through this firewall is via port forwarding or VPN access, both of which have complications that it is nice to avoid. Both port forwarding or VPN access require significant IT knowledge.
(not a common skill set on the farm), and can be insecure if not done properly. See, e.g., the description of the ‘port forward’ exploit described by Ammann et al. [26].

Rather than have the remote system connect to the Network Master directly, the Network Master, which is inside the firewall, makes an outbound connection to the Feed-Link server. The Network Master then maintains an open socket on the server, which will subsequently be used for authenticated remote connections.

The take-home message here is that the remote communications capability is install-and-go, without the need for complicated VPN or port forwarding setup requirements. And this ease of installation does not bring it security vulnerabilities. State-of-the-art network security is maintained.

V. CONCLUSIONS AND FUTURE CHALLENGES

The benefits of effective use of IoT-enabled data on the farm are huge. Health of the livestock is improved, repair of faulty equipment is facilitated, resource consumption is decreased, and situational awareness is substantially improved, both for an individual farm and large collections of farms. These benefits, however, do require comprehensive instrumentation, and much legacy installed equipment currently present on the farm was not designed for the modern, insecure networking environment. This leaves farmers with the unwelcome choice between forgoing some of the benefits of IoT-enabled data or replacing perfectly functional equipment with newer copies that are network secure.

The Feed-Link system enables farmers to avoid this choice. Legacy, insecure equipment is safely protected behind a firewall and safe, secure data are delivered to the Feed-Link server in the cloud. This enables a robust set of real-time data to be available remotely, facilitating all of the benefits mentioned above. A demonstration video is available [27], which illustrates the use of the capability both in agriculture and in an aquatics application.

The challenges before us now focus more on what use do we make of these data? In particular, what are the appropriate user interfaces for the presenting information to the various stakeholders? For example, farmers simply want the equipment to do its job effectively, while equipment suppliers are more interested in diagnostic assistance when equipment does fail.

Historically, user interfaces for IoT systems have tended to make everything available to every user, under the assumption that the user knows the system best and therefore wants access to all the raw data. This, frankly, is poor user interface design. It is incumbent on the designers of IoT-based systems to understand the various needs of the different users (e.g., farmers vs. equipment suppliers) and design interfaces that are tailored specifically to those needs. We are currently actively involved in this exercise.
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